**4. Experimental Results and Discussions**

**Table 3. Performance Metrics in Multi-Class Classification**

|  |  |  |  |
| --- | --- | --- | --- |
| **Metric** | **Formulae** | **Macro Formulae** | **Description** |
| Accuracy |  |  |  |
| True Negative Rate |  |  | Shows how well the algorithm performs in predicting that an image is not of a certain class |
| Precision |  |  |  |
| Recall Score |  |  | Shows how well the algorithm performs in predicting that an image is of a certain class |
| F1 Macro |  |  | The F1 score is a widely employed metric within the parametric family of F-measures, specifically for the parameter value β=1. |

**4.1 Performance Metrics**

Post prediction, the image being predicted takes one of the four definitions. True Positive (TP), False Positive (FP), True Negative (TN), True Positive. The general performance of the model is obtained using these definitions in algorithms called metrics described in **Table 3**. These are very important to assess the efficacy of the models in the prediction of the target values.

The dataset is balanced as we have similar count of each soil class **Table 2.** Hence, the accuracy is a good metric to evaluate the general performance of the model. Being a multi-class classification problem, for other metrics except accuracy, the metrics are calculated first for each class and then an average is taken as the total report. The Accuracy is good if there is no concern for class distribution thus, it was avoided due to the imbalance in the amount of data across the three classes. For the other metrics, the macro average approach was taken in this study (Grandini et al., 2020). The true negative rate tells us how sensitive our model is to wrongly predicting a class as another class. The True positive rate on the contrary tells us how sensitive our model is in correctly predicting classes. A high value would mean that our model can accurately put most of the images in their correct class. The F1 score is generally used to get a balance of both worlds and is usually used in classification problems where we care about how well or model behaves in classifying TPs and TNs.

**4.2 Analysis**

Towards obtaining the best parameters for the segmentation technique, the correctness of the resulting image was compared with the ground truth using the IoU score after denoising and an average of 0.7 IoU score was obtained for the best set of parameters (*kernel size* of (31, 31), *division* value of 0.4, *Tarea* value of 12, *Tlength* of 43 and *Tradius* of 18. In deciding the parameters to be tuned, few test runs were done to get an idea of the best performing range of values for different kernel size and values for tuning were selected based on this intuition.

**Table 2**. Different parameters of CCELD and the Skele-Marker tuned for each kernel

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kernel | Division Value | Area | Length | Radius |
| (10, 10) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (12, 12) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (14, 14) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (16, 16) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (18, 18) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (20, 20) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (22, 22) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (24, 24) | 0.4, 0.5, 0.7 | 6, 8 | 21, 23, 25, 27, 29 | 5, 6, 7, 8, 9 |
| (25, 25) | 0.85, 1.0, 0.4, 0.7, 1.2 | 10, 12, 14, 16, 18, 8 | 30, 32, 34, 36, 38, 25, 28, 31, 37, 40, 43 | 10, 11, 12, 13, 14, 6, 8, 16, 18, 20 |
| (28, 28) | 0.4, 0.7, 1.2 | 8, 10, 12 | 25, 28, 31, 34, 37, 40, 43 | 6, 8, 10, 12, 14, 16, 18, 20 |
| (31, 31) | 0.4, 0.7, 1.2 | 8, 10, 12 | 25, 28, 31, 34, 37, 40, 43 | 6, 8, 10, 12, 14, 16, 18, 20 |
| (34, 34) | 1.5, 2.0, 0.4, 0.7, 1.2 | 8, 10, 12 | 25, 27, 29, 31, 33, 28, 34, 37, 40, 43 | 8, 10, 12, 6, 14, 16, 18, 20 |
| (37, 37) | 0.7, 1.2, 0.4 | 8, 10, 12 | 37, 40, 43, 25, 28, 31, 34 | 14, 16, 18, 20, 6, 8, 10, 12 |

**4.3 Sensitivity analysis of Image Preprocessing Parameters**

From [Fig 11](#fig11div), the MIOU as well as MF1 scores seem to be more sensitive to the division parameter which makes sense as it’s the first attempt towards denoising by CCELD before denoising by Skele Marker. One interpretation is that with a good threshold, the noise present in the original binary image after CCELD will be less. Hence, moderate values of Skele-marker will be required to denoise thus values lower than the benchmark from (Hamish Dow et al., 2023) is required. Interactive analysis is performed in [4.3](#interanalysis) to evaluate the influence of the parameters on the output when combined together.

|  |  |
| --- | --- |
| (a) | |
| (b) | **(c)** |
| (d) | **(e)** |

**Figure** **9:** Typical results of Mean IoU score (left) and Mean F1 score (right) vs **(a)** Kernel size **(b)** Division **(c)** Tlength **(d)** Tradius **(e)** Tarea

**4.4** **Interactive influence of all Parameters**

In the domain of image preprocessing, the fine-tuning of various parameters is instrumental in achieving optimal results. These parameters hold the power to profoundly influence the quality and characteristics of processed images. Yet, assessing their individual impact alone often offers an incomplete picture of the overall outcomes. To gain a deeper understanding of how these parameters collectively shape the processed images, an interactive analysis becomes indispensable. In this analysis, the comprehensive effects of the parameters on the preprocessed image are revealed.

This analysis is broken down into 3 based on the magnitude of kernel size;

**1. Small Kernel:** This includes kernels with values ranging from (10,10) to (19, 19)

**2. Medium Kernels:** This includes kernels with values ranging from (19,19) to (25,25)

**3. Large Kernels:** This includes kernels with values ranging from (25,25) to (40,40)

|  |  |
| --- | --- |
| (i) | (i) |
| (ii) | **(ii)** |
| (iii)  (a) | **(iii)**  **(b)** |

**Figure 10:** Planar approximations of **a(i-iii)** CCELD parameters and **b(i-iii)** Skele-Marker parameters influence on MIOU score across the different Kernel segments.

The results of CCELD parameter influence on MIOU are approximated with a linear plane and in the small kernel region, the problem of underfitting is observed as the plane is sloped downwards towards smaller kernel size values, coming to larger kernels, a strict negative correlation between MIOU and the division parameter is immediately noticed. It is important to point that the linear approximation might not be the best and should not be interpreted that much lower division parameter values will yield better results as values of same kernel with similar division values from the medium kernel plot are close indicating a plateau.

The results of the Skele-Marker parameters influence on MIOU shows that across all kernel segments, a larger length indicates better performance. At a given length, there’s a variation of MIOU scores and in each group similar area and radius values exist. This indicates that these parameters themselves don’t significantly influence the results.

From the above results the general deductions are drawn;

1. A small division is a good way to start denoising.

2. For moderate crack widths, a large kernel (between 25,25 and 40,40) is recommended.

3. Large Tlength values are encouraged 55 is recommended from (Hamish Dow et al., 2023) and a value of 43 is used in this study.

4. Small area values (between 6 and 8) will suffice and radius values between (10 and 14) will suffice.

**4.5 MobileNet Training and Performance Comparisons**

**Table 4** Performance of different Algorithms on the test data

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Algorithm | MIOU | MF1 | MP | MTPR |
| Image Preprocessing + ADABoost | **0.70** |  |  |  |
| MobileNet |  |  |  |  |

Transfer learning was employed and weights from Imagenet was used with the VGG19 as the encoder which was found to be the best encoder by (Liu & Wang, 2022). On the first 2 epochs, the encoder weights were frozen. By freezing the encoder for the first few epochs, the encoder’s weights are kept relatively stable since they are already well-learned from ImageNet and the features learnt by the encoder from ImageNet are generally useful for a wide range of computer vision tasks. This is a way to prevent the encoder from adapting too quickly to the specific task, which could potentially result in the loss of valuable knowledge contained in the ImageNet weights. By doing so, the decoder is then allowed to adapt and fine-tune to the specific segmentation task.

After this initial learning by the decoder, the encoder weight was made trainable. The model is immediately evaluated for the Mean IOU score of the validation dataset for each epoch. During training, a checkpoint was created to save the best model weights after some epochs such that those weights could be reloaded and training can be resumed. Data augmentation of vertical flipping, horizontal flipping, width shifting, height shifting and zooming was also employed and the model results with and without data augmentation are recorded. Both cases were run for 50 epochs which was enough to get good performance since transfer learning was employed and the validation set yielded better results without data augmentation. The best model was saved after which the weights were loaded and used in making predictions.

The UNet model had the best performance from the training without augmentation and achieved a MIOU score of 0.64 and MF1 score of 0.78. [Fig 12](#fig14a) shows the training and validation loss as well as the validation MIOU scores at different epochs with and without data augmentation.

|  |  |
| --- | --- |
| (a) | (b) |
| (c) | |

**Figure 12:** **(a)** Training and validation loss for 50 epochs without Data Augmentation **(b)** Training and validation loss for 50 epochs with Data Augmentation **(c)** MIOU on validation set for model trained with and without Data Augmentation.

SHOW CLASSIFICATION REPORT TABLES FOR THE DIFFERENT MODELS

**5. Conclusion and Future Works**

In this study, a novel technique for crack detection in images is introduced, namely “Crack Contrast Enhancement and Local Deviation (CCELD)”. This technique leverage image preprocessing towards obtaining efficient crack segmentation. The CCELD method utilizes the principle that the darkest regions in an image containing cracks can be used for effective identification. By applying convolution and algorithms containing thresholding and denoising, CCELD augmented with the Skele-Marker method successfully highlights crack regions, allowing for accurate detection. However, further experimentation and fine-tuning may be needed to further optimize the size of the mean kernel and other parameters and enhance the thresholding process for a broader range of image conditions. The range of parameter values is usually dependent on crack width.

CCELD augmented with the Skele-Marker denoising technique performed slightly better than the UNet model with an MIOU score of 0.06 and F1 score of 0.02 more than that of the UNet Model which indicates a slightly better performance. However, the CNN models are amazing and with tons of training data they will perform very well but will also require high computational resources which aren’t available to everyone. This study proposes a promising step towards accessible, efficient and automated crack detection for a developing region like Nigeria. Towards a practical implementation, a [web app](https://crack-detection-using-cnns-zd5cust8t9yfertfcammnj.streamlit.app/) that implements video and crack segmentation was created for the end users.

For future improvements, the following will be explored:

**1. Dataset Expansion:** Expansion of the dataset with a wider variety of crack images, including different crack types, sizes, and orientations, will be done to enhance the techniques’ generalization capabilities.

**2. Fine-Tuning:** More extensive experimentation to fine-tune the parameters of CCELD for optimal performance under various conditions will be conducted.

**3. Image wise Analysis:** Did the general parameters perform best for each image? If not, what happened? Can ideal parameter values be determined on an image level using ML? These questions will be answered going forward.

**4. Severity Classification:** Severity classification will be incorporated into the crack detection process. This addition would provide valuable insights into the extent of damage, enabling more informed maintenance decisions.

In conclusion, the presented techniques offer innovative approaches to crack detection that show promise in image preprocessing. By addressing the suggestions for improvement and conducting further validation, these methods have the potential to contribute significantly to the field of image-based crack detection and pave the way for safer and more efficient infrastructure maintenance.
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